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Abstract−This research explores the performance of sentiment classification models, namely Naive Bayes Classifier (NBC), Decision 

Tree (DT), and Support Vector Machine (SVM), using the CRISP-DM methodology in the context of digital content analysis and data 

mining. The analysis was conducted on a SMOTE dataset in Rapidminer, yielding significant performance metrics. The NBC model 

achieved an accuracy of 86.98% +/- 0.96%, precision of 100.00% +/- 0.00%, recall of 78.82% +/- 1.55%, and f-measure of 88.15% +/- 

0.97%, with an AUC of 0.657 +/- 0.203. Similarly, the DT model exhibited an accuracy of 93.20% +/- 0.42%, precision of 90.87% +/- 

0.64%, recall of 98.88% +/- 0.31%, and f-measure of 94.70% +/- 0.31%, with an AUC of 0.918 +/- 0.006. Furthermore, the SVM 

model demonstrated an accuracy of 96.80% +/- 0.65%, precision of 98.99% +/- 0.28%, recall of 95.77% +/- 1.03%, and f-measure of 

97.35% +/- 0.55%, with an AUC of 0.994. These findings highlight the efficacy of these models in accurately classifying sentiments 

within digital content, suggesting their suitability for various data mining applications. Recommendations for future research include 

exploring ensemble methods, continuous model updating, alternative sampling techniques, feature engineering approaches, and 

collaboration with domain experts to enhance real-world applicability. 
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1. INTRODUCTION  

The advancement of digital media has significantly facilitated content creators in documenting the exploration outcomes 

of indigenous settlements and the livelihoods of traditional communities. Through various digital platforms and tools, 

creators intricately capture and portray indigenous peoples' rich cultural heritage and daily practices [1]. This digital 

revolution empowers creators to produce immersive visual and auditory content, enhancing the accessibility and 

preservation of indigenous knowledge and customs [2]–[6]. Moreover, the ease of dissemination afforded by digital media 

enables a broader audience to engage with and appreciate the intricate tapestry of indigenous lifestyles and societal 

dynamics [7]–[10]. As a result, the synergy between digital technology and cultural documentation fosters greater 

awareness, appreciation, and preservation of indigenous traditions for future generations. 

The dissemination of documentary videos depicting the livelihoods and settlements of diverse communities across 

various online platforms incites viewers to engage with factors of livelihood strategies. These multimedia productions 

serve as potent tools for raising awareness and fostering understanding of the socio-economic dynamics inherent in 

different cultural contexts [11]–[14]. By intricately showcasing the daily lives and survival strategies of communities 

worldwide, these documentaries prompt viewers to contemplate the interconnectedness of environmental, social, and 

economic factors influencing livelihood choices [15]–[18]. Consequently, such multimedia publications contribute 

significantly to sustainable development and cultural preservation discourse. 

This research investigates viewer responses by conducting sentiment analysis on review data posted in comment 

sections, elucidating the knowledge transfer processes facilitated by digital media and viewer behaviors in receiving 

digital information [19]–[24]. By scrutinizing sentiment patterns within user-generated content, such as comments and 

reviews, insights are gleaned into the efficacy of digital media in disseminating information and shaping audience 

perceptions [25]–[29]. Through this analytical lens, the intricate dynamics of knowledge dissemination and reception in 

the digital realm are comprehensively explored, shedding light on the evolving landscape of online communication and 

information consumption [30]–[33]. 

The primary aim of this study is to analyze viewer sentiment through review data on video content published by 

Kacong Explorer under the ID 9DIlCbM76Bw. By focusing on the comments and feedback generated by viewers in 

response to Kacong Explorer's videos, the research seeks to discern prevailing sentiments and attitudes towards the 

content. Through systematic sentiment analysis, patterns in viewer perceptions and reactions were identified, providing 

valuable insights into audience engagement and the effectiveness of content delivery strategies employed by Kacong 

Explorer. Ultimately, this investigation contributes to a deeper understanding of audience preferences and behaviors 

within digital media consumption, informing future content creation and dissemination efforts. 

The methodology employed in the data processing and analysis process is CRISP-DM (Cross-Industry Standard 

Process for Data Mining). This structured approach encompasses several phases: business understanding, data 

understanding, data preparation, modeling, evaluation, and deployment [34]. This research systematically navigates 

through each stage by adhering to the CRISP-DM framework, ensuring comprehensive coverage of the data mining 

process [35]. This methodological rigor facilitates efficient data processing and analysis, leading to robust insights and 

informed decision-making [36]. Consequently, using CRISP-DM enhances the reliability and validity of research 

findings, culminating in more impactful outcomes and actionable recommendations. 
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The urgency of this research lies in comprehending viewer sentiment regarding documentary videos showcasing 

explorations of indigenous villages. By delving into the perspectives and reactions of viewers towards such content, 

critical insights were gleaned into the efficacy of cultural representation and the resonance of indigenous narratives within 

contemporary digital media landscapes [37], [38]. This understanding is paramount for fostering cultural appreciation, 

preserving traditional knowledge, and promoting sustainable development initiatives that honor and respect indigenous 

communities [39], [40]. Consequently, the timely investigation of viewer sentiment holds significant implications for 

advancing discourse on cultural heritage preservation and fostering inclusive digital media representations. 

This research's theoretical and practical implications are significant in advancing our understanding of digital 

media engagement and cultural representation. The findings contribute theoretically by enriching scholarly discourse on 

audience reception theories and digital media effects, particularly within the context of indigenous cultural preservation. 

Furthermore, the insights garnered from this study hold practical value for content creators, policymakers, and cultural 

advocates seeking to enhance the dissemination and reception of indigenous narratives in digital spaces. By elucidating 

viewer sentiments and preferences, this research informs strategies for crafting culturally sensitive and engaging content, 

fostering greater inclusivity and cultural appreciation in the digital realm. Ultimately, this research's theoretical and 

practical contributions enrich academic scholarship and practical initiatives to promote cultural diversity and preservation 

in the digital age. 

The limitation of this research lies in its narrow focus on video dataset analysis and its reliance on the CRISP-DM 

methodology. While video data provides valuable insights into viewer sentiment and engagement, it inherently limits the 

scope of inquiry to visual media, potentially overlooking other digital content and audience interactions. Additionally, 

while CRISP-DM offers a structured framework for data mining and analysis, its applicability may be constrained by the 

complexity and diversity of data sources encountered in digital media research. Consequently, while this study offers 

valuable contributions within its defined parameters, future research endeavors should consider broadening the scope of 

analysis and adopting more flexible methodologies to comprehensively explore the multifaceted dynamics of digital 

media and audience reception. 

2. RESEARCH METHODOLOGY 

2.1 Gap Analysis 

Gap analysis is a crucial stage in determining the extent to which research development on sentiment analysis 

contextualizes discussions around video content and processed review data. This research systematically identifies gaps 

and deficiencies within the current literature body through this analytical process, informing future research directions 

and methodological advancements. By assessing the adequacy of existing methodologies and theoretical frameworks, gap 

analysis catalyzes refining research approaches and enhancing the overall comprehensiveness and relevance of sentiment 

analysis studies in the digital media landscape. Consequently, the systematic undertaking of gap analysis facilitates a 

more nuanced understanding of the complexities inherent in analyzing sentiment within the context of video content and 

review data, thereby advancing scholarly discourse and practical applications in this field. 

   
 

Figure 1. Gap Analysis using Vosviewer 

Figure 1 shows the network, density, and overlay visualization using VosViewer. Based on the findings of the gap 

analysis, there is a clear need to enhance research on sentiment analysis for documentary videos to observe viewer 

behavior in comprehending thematically educational content, particularly within the context of this study's focus on the 

livelihood and settlements of the indigenous community of Kampung Naga. This research gains more profound insights 

into viewer engagement and knowledge absorption processes by directing attention toward the thematic understanding of 

educational content embedded within documentary videos. This emphasis on thematic analysis enriches our 

understanding of audience reception. It underscores the significance of contextualizing educational narratives within 

indigenous communities' cultural and socio-economic milieu like Kampung Naga. Consequently, advancing research in 

this direction holds the potential to foster more meaningful and impactful digital media representations of indigenous 

cultures while contributing to broader educational objectives.   

2.2 Cross-Industry Standard Process for Data Mining (CRISP-DM) 
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The CRISP-DM framework comprises stages including business understanding, data understanding, modeling, 

evaluation, and deployment, tailored to the context of video content and its accompanying review data. This structured 

approach provides a systematic roadmap for conducting data mining and analysis, from gaining insights into the business 

objectives and requirements related to the video content to understanding the characteristics and quality of the available 

data. Subsequently, modeling techniques are applied to develop algorithms or models for sentiment analysis based on the 

data understanding phase. The evaluation stage assesses the effectiveness and accuracy of the models, while the 

deployment phase focuses on implementing the findings into practical applications or decision-making processes. Thus, 

the adaptability of the CRISP-DM framework enables this research to navigate the complexities of sentiment analysis 

within video content and systematically review data. 

2.2.1 Business Understanding 

During the business understanding stage, the video content and review data under analysis are specifically identified as 

the video with the ID 9DIlCbM76Bw, published by Kacong Explorer on June 25, 2023. This video has garnered 

significant traction, accumulating 11,109,635 views and eliciting 13,414 comments. Such meticulous delineation of the 

video's attributes, including its publication date, view count, and comment volume, is pivotal for contextualizing 

subsequent stages of analysis within the CRISP-DM framework. By establishing a comprehensive understanding of the 

business objectives and the data landscape associated with the target video, this research effectively tailors the analytical 

approach to derive meaningful insights into viewer sentiment and engagement dynamics. Thus, the meticulous assessment 

of these foundational elements lays the groundwork for informed decision-making and strategic planning in subsequent 

phases of the analysis process. 

  

Figure 2. Post-Per-Day Statistic 

Figure 2 shows the video and post-per-day statistics. Based on the post-per-day statistics, it is evident that the 

video received the highest number of comments on July 6, 2023, totaling 596 comments. The July 7 and July 4 dates are 

closely behind, with 459 and 423 comments, respectively. These statistics provide valuable insights into the temporal 

distribution of viewer engagement with the video content, highlighting specific dates when audience interaction peaked. 

Such detailed analysis of comment frequency across different dates enables this research to discern patterns and trends in 

viewer behavior. This facilitates a more nuanced understanding of audience dynamics and preferences within the digital 

media landscape. Consequently, leveraging this temporal granularity enhances the efficacy of sentiment analysis efforts 

and informs strategic decision-making processes to optimize audience engagement strategies and content delivery 

mechanisms. 

As per the top ten poster data, it is apparent that @KacongExplorer emerges as the most prolific contributor with 

317 posts, signifying a significant engagement and activity from the primary content creator. Conversely, the remaining 

posters exhibit substantially lower posting frequencies, with @nunungnuraeni8035, @user-id3yh8nh2v, 

@brahmaardiansyah3187, @sahrbinauk1349, @usepsuhendi60, @ZyoRoyz-yv5mf, @rusidahrusidah5656, 

@ekkiimanuel-iz4sm, and @adigunawan1243 contributing only a fraction of the total posts. Such data underscores the 

dominance of @KacongExplorer in shaping the discourse surrounding video content, highlighting the central role of 

content creators in driving audience engagement and interaction within digital media platforms. Consequently, this 

observation accentuates the significance of strategic collaborations and partnerships with influential content creators to 

optimize audience reach and engagement outcomes. 

 

Figure 3. Top Ten Poster (Communalytic) 
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Figure 3 shows the top ten posters of the dataset. Based on the top ten poster data, it becomes apparent that the 

highest number of comments originates from KacongExplorer, indicating active engagement from the content creator as 

the proprietor and manager of the channel in response to various viewer comments on the video. This trend underscores 

the proactive involvement of content creators in fostering dialogue and interaction within digital media platforms, 

cultivating a sense of community, and enhancing viewer satisfaction. Moreover, the substantial contribution of 

KacongExplorer to the comment section reflects a commitment to audience engagement and responsiveness, reinforcing 

the importance of creator-viewer interactions in shaping the overall viewer experience and perception of the content. 

Consequently, this observation highlights the pivotal role of content creators in fostering meaningful engagement and 

driving audience retention within digital media ecosystems. 

2.2.2 Data Understanding 

During the data understanding stage, the total downloaded review data amounted to 13,414 comments; however, 

following data cleansing procedures, the processed dataset was reduced to 8,939 comments. This reduction underscores 

the importance of data preprocessing techniques in refining and preparing the dataset for subsequent analysis. This 

research ensures the analytical outcomes' reliability and validity by eliminating irrelevant or redundant information and 

addressing data quality issues such as noise and inconsistencies. Consequently, this meticulous data cleansing process 

enhances the effectiveness of subsequent data mining and sentiment analysis efforts, facilitating more accurate and 

meaningful insights into viewer sentiments and engagement dynamics within the digital media landscape. 

 

 

Figure 4. Data Cleaning and Extract Sentiment  

Figure 4 shows the data cleaning process in Rapidminer using operator tokenize, transforms cases, filter tokens, 

and filter stopwords. Based on the sentiment extraction results, it is discernible that 158 instances were classified under 

the negative class out of the analyzed dataset, while the majority, totaling 8,782 review data, were categorized as 

belonging to the positive class. This disparity in sentiment distribution underscores the prevalence of positive sentiments 

among viewers towards the video content under scrutiny, indicating a favorable reception and engagement with the 

material. Such insights from sentiment analysis provide valuable feedback on audience perceptions and reactions and 

inform content creators and platform managers to refine the strategies to optimize viewer satisfaction and retention. 

Consequently, this nuanced understanding of sentiment dynamics enhances decision-making processes to enhance content 

relevance and effectiveness within the digital media landscape. 

2.2.3 Modeling 

During the modeling stage, the labeled data is subjected to further processing through performance testing of NBC, DT, 

and SVM algorithms. This phase involves applying machine learning techniques to train and evaluate predictive models 

based on the labeled dataset. By systematically testing the performance of different algorithms, this research assesses the 

effectiveness in accurately classifying sentiment within the dataset and identifying the most suitable approach for 

sentiment analysis. Consequently, this rigorous evaluation of algorithm performance enhances the robustness and 

reliability of the sentiment analysis process, ensuring that the derived insights accurately reflect the sentiment dynamics 

present within the analyzed data. 
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Figure 6. Implementation of NBC, DT, and SVM Models in Rapidminer 

Figure 6 shows the modeling process in Rapidminer. In the modeling process, NBC, DT, and SMOTE are utilized, 

with SMOTE as the operator to address data imbalance. This technique is crucial for mitigating the impact of skewed 

class distributions commonly encountered in sentiment analysis tasks. Moreover, the data is partitioned into training and 

testing sets, with a split ratio of 70% for testing data and 30% for training data. This systematic approach ensures the 

adequacy of training data for model development while enabling robust evaluation of model performance on unseen test 

data. Consequently, by leveraging algorithmic techniques and rigorous data partitioning strategies, this research enhances 

the reliability and generalizability of sentiment analysis models, thereby facilitating more accurate and meaningful 

insights into viewer sentiments within digital media contexts. 

2.2.4 Evaluation  

During the evaluation stage, the best-performing algorithm or model is determined based on accuracy, precision, recall, 

F-measure, and area under the receiver operating characteristic curve (AUC). These evaluation metrics provide 

comprehensive insights into the performance of each model in accurately classifying sentiment within the dataset. By 

considering multiple performance indicators, this research assesses each model's effectiveness and reliability in capturing 

the nuances of viewer sentiments. Consequently, this systematic evaluation process enables this research to identify the 

most suitable algorithm or model for sentiment analysis, ensuring robust and accurate insights into viewer sentiments 

within digital media contexts. 

2.2.5 Deployment 

During the deployment stage, the model exhibiting the best performance is recommended as the most relevant for 

processing the dataset. However, within the contextual framework of documentary videos featuring the indigenous 

community of Kampung Naga, the dataset possesses distinctive characteristics that prompt viewers to engage with the 

content. Despite selecting the best-performing model for sentiment analysis, it is essential to acknowledge the unique 

contextual factors surrounding the dataset, such as cultural sensitivities and community-specific nuances, which may 

influence viewer interactions and feedback. Consequently, while deploying the sentiment analysis model, it is imperative 

to consider these contextual elements to ensure the relevance and accuracy of the analytical outcomes within the specific 

domain of indigenous cultural representation and exploration. 
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3. RESULT AND DISCUSSION 

The review data in response to the documentary video on Kampung Naga manifests predominantly positive reactions. 

This favorable response may stem from the educational nature of the narrative arc or storyboard employed in the video. 

The educational content likely resonates with viewers, fostering appreciation and positive sentiment towards the 

documentary. Additionally, the video's informative and culturally enriching aspects may evoke a sense of admiration and 

respect among viewers, further contributing to positive feedback. Consequently, the contextual analysis of the review 

data underscores the significance of educational storytelling techniques in eliciting positive audience responses within 

documentary filmmaking, particularly concerning indigenous cultural exploration. 

The response of video viewers to review data is manifested through the expression of emojis and frequently used 

words. This dual representation encapsulates the multifaceted nature of viewer engagement, as emojis convey emotions 

and sentiments while frequently used words provide insights into recurring themes and topics discussed within the 

reviews. Analyzing both forms of expression, viewer perceptions, attitudes, and preferences toward video content enables 

this research to tailor content strategies and improve user experiences accordingly. Consequently, integrating emoji and 

word analysis enhances the depth and richness of insights derived from viewer feedback, facilitating more informed 

decision-making in content creation and audience engagement strategies. 

 

 

Figure 7. Emoji and Words Cloud (Communalytic) 

Figure 7 shows the emoji and word statistics of the dataset. Based on the analysis of frequently used words in the 

review data, it is discernible that specific terms stand out due to the high frequency of occurrence. For instance, "kampung" 

appears 111 times, indicating a significant emphasis on the concept of community throughout the reviews. Similarly, 

"Salam" and "sehat" occur 62 times, underscoring themes of well-being and cheerful greetings within the discussions. 

Additionally, "bahagia" is mentioned 54 times, reflecting a prevalent sentiment of happiness among the reviewers. Further 

analysis reveals recurring mentions of terms such as "masa" (46 occurrences), "hidup" (38 occurrences), and 

"Terimakasih" (38 occurrences), highlighting themes of time, life, and gratitude, respectively. Moreover, references to 

"listrik" (35 occurrences), "teknologi" (28 occurrences), and "jaman" (35 occurrences) indicate discussions surrounding 

electricity, technology, and modernity within the context of the reviews. This comprehensive examination of frequently 

used words provides valuable insights into the thematic richness and audience engagement dynamics within the review 

dataset, elucidating the multifaceted nature of viewer responses to the Kampung Naga documentary. 

Subsequently, examining emojis provides further insights into the sentiment conveyed within the review data. The 

❤ emoji appears most frequently, occurring 35 times, indicating a prevalent expression of love or affection among the 
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reviewers. Following closely are the       emoji with 20 occurrences, suggesting a notable presence of expressions of 

gratitude or prayer within the discussions. Additionally, positive emotions such as      ,         , and       , each appearing 19, 

18, and 18 times respectively, reflect a prevalent sentiment of happiness and amusement among the reviewers. 

Conversely, emojis like        (16 occurrences) and         (3 occurrences) indicate sadness or distress in the reviews. 

Furthermore, the presence of      (13 occurrences) signifies approval or agreement, while      (11 occurrences) denotes 

mutual understanding or agreement among the reviewers. This comprehensive analysis of emoji usage offers valuable 

insights into viewers' nuanced emotional responses and sentiments towards the Kampung Naga documentary, 

underscoring the importance of visual cues in understanding audience engagement and perception within digital media 

contexts. 

The words cloud and emojis, which prominently display positive expressions, symbolize the viewers' appreciation 

of the video content. This visual representation of frequently used positive words and emoticons underscores the 

prevailing sentiment of approval, satisfaction, and enjoyment experienced by the audience. Furthermore, the abundance 

of positive expressions within the words cloud and emoji usage reflects a collective endorsement and admiration for the 

thematic richness, storytelling, and cultural exploration depicted in the video. Consequently, the convergence of positive 

linguistic and visual cues highlights the effectiveness of the content in eliciting favorable responses and fostering audience 

engagement within digital media platforms. 

KacongExplorer delineates the content of the video by emphasizing the adherence to intrinsic rules passed down 

through generations, aimed at preserving the environment and ensuring the continuity of ancestral traditions and culture 

amidst modernization pressures. This description underscores the intrinsic value placed on environmental conservation 

and cultural heritage within the indigenous community of Kampung Naga. The video highlights the community's 

resilience in safeguarding its identity and values by portraying the sustained commitment to ancestral practices despite 

modern influences. Consequently, this portrayal educates and informs viewers about the significance of cultural 

preservation and environmental stewardship and fosters a deeper appreciation for the harmonious coexistence of tradition 

and modernity within indigenous societies. 

Furthermore, the evaluation results of the classification model with the best performance highlight the necessity 

of employing the Synthetic Minority Over-sampling Technique (SMOTE) to address imbalances within the dataset. This 

observation underscores the critical role of data preprocessing techniques in enhancing classification models' efficacy, 

particularly in skewed class distributions. By synthetically generating minority class samples, SMOTE mitigates the 

adverse effects of class imbalance, thereby accurately improving the model's ability to classify instances from 

underrepresented classes. Consequently, utilizing SMOTE emerges as a crucial strategy for enhancing the robustness and 

reliability of classification models in handling imbalanced datasets. 

NBC with SMOTE 

 
DT with SMOTE SVM with SMOTE 

  

Figure 8. Performance of NBC, DT, and SVM Using SMOTE 
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Figure 8 shows the NBC, DT, and SVM performance using SMOTE in Rapidminer. The performance results of 

the NBC model reveal notable metrics, with an accuracy of 86.98% +/- 0.96% and an AUC (Area Under the Curve) of 

0.657 +/- 0.203, indicating its effectiveness in accurately classifying sentiments. The model demonstrates precision and 

recall rates of 100.00% and 78.82%, respectively, showcasing its ability to correctly identify positive sentiments while 

maintaining a low false positive rate. Additionally, the f-measure of 88.15% underscores the model's balanced 

performance in terms of precision and recall. These findings highlight the robustness and reliability of the NBC model in 

sentiment classification tasks, affirming its potential utility in analyzing and interpreting textual data for various 

applications. Otherwise, the performance evaluation of the Decision Tree (DT) model illustrates impressive metrics, with 

an accuracy of 93.20% +/- 0.42% and an AUC (Area Under the Curve) of 0.918 +/- 0.006, indicating its efficacy in 

sentiment classification tasks. Notably, the model demonstrates high precision and recall rates of 90.87% and 98.88%, 

respectively, underscoring its ability to identify positive sentiments while accurately minimizing false positives. 

Furthermore, the f-measure of 94.70% highlights the balanced performance of the DT model in terms of both precision 

and recall. These results affirm the robustness and reliability of the DT model in sentiment analysis, suggesting its 

suitability for various applications requiring accurate classification of textual data. In addition, the performance evaluation 

of the Support Vector Machine (SVM) model reveals impressive results, with an accuracy of 96.80% +/- 0.65% and an 

AUC (Area Under the Curve) of 0.994, indicating its effectiveness in sentiment classification tasks. Notably, the SVM 

model demonstrates high precision and recall rates of 98.99% and 95.77%, respectively, underscoring its ability to identify 

positive sentiments while minimizing false positives accurately. Furthermore, the f-measure of 97.35% highlights the 

balanced performance of the SVM model in terms of both precision and recall. These findings affirm the robustness and 

reliability of the SVM model in sentiment analysis, suggesting its suitability for various applications requiring accurate 

classification of textual data. 

This study is confined to evaluating the performance of models or algorithms in sentiment data classification based 

on metrics such as accuracy, precision, recall, F-measure, and AUC. By focusing on these key performance indicators, 

the research aims to comprehensively assess the efficacy and reliability of the classification models in accurately 

predicting sentiment labels within the dataset. This rigorous evaluation approach enables a nuanced understanding of the 

model's strengths and limitations, facilitating informed decision-making regarding the suitability for sentiment analysis 

tasks. Consequently, adopting a systematic evaluation framework enhances the credibility and applicability of the study's 

findings in guiding future research and practical applications in sentiment analysis. The limitation of this research lies in 

both the dataset utilized and the framework employed, namely CRISP-DM. The dataset's constraints may impact the 

generalizability and comprehensiveness of the study's findings, potentially limiting the scope of insights derived from the 

analysis. Additionally, adopting the CRISP-DM framework while providing a structured approach to data mining tasks 

may impose constraints on the flexibility and adaptability of the research methodology to unique contextual factors. 

Furthermore, the research's scope neglects to address the livelihood and settlement contexts of the indigenous community 

of Kampung Naga, thereby overlooking crucial socio-economic and cultural dimensions that could enrich the analysis 

and broaden its applicability. Consequently, acknowledging and addressing these limitations is essential for ensuring the 

integrity and validity of the research findings and guiding future endeavors to address these gaps in knowledge. 

4. CONCLUSION 

Based on the findings derived from the analysis of sentiment classification models using the CRISP-DM methodology 

and data mining techniques, it is evident that the Naive Bayes Classifier (NBC), Decision Tree (DT), and Support Vector 

Machine (SVM) exhibit commendable performance in categorizing sentiments within digital content. The NBC model 

demonstrates an accuracy of 86.98% +/- 0.96%, precision of 100.00% +/- 0.00%, recall of 78.82% +/- 1.55%, and f-

measure of 88.15% +/- 0.97%, with an AUC of 0.657 +/- 0.203. Likewise, the DT model showcases an accuracy of 

93.20% +/- 0.42%, precision of 90.87% +/- 0.64%, recall of 98.88% +/- 0.31%, and f-measure of 94.70% +/- 0.31%, with 

an AUC of 0.918 +/- 0.006. Furthermore, the SVM model exhibits an accuracy of 96.80% +/- 0.65%, precision of 98.99% 

+/- 0.28%, recall of 95.77% +/- 1.03%, and f-measure of 97.35% +/- 0.55%, with an AUC of 0.994. These results 

underscore the robustness and reliability of these models in accurately classifying sentiments within textual data, thus 

affirming their potential utility in digital content analysis and data mining tasks. Moving forward, it is recommended to 

explore ensemble methods, continuously update the models with new data, investigate alternative sampling techniques, 

experiment with different feature engineering approaches, and collaborate with domain experts to enhance the 

effectiveness and applicability of sentiment analysis models in real-world scenarios. 
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