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Abstract−The study aims to investigate the effectiveness of sentiment analysis algorithms, specifically Support Vector Machine 

(SVM) and Decision Tree (DT), integrated with the Synthetic Minority Over-sampling Technique (SMOTE) to mitigate class 

imbalance issues. Guided by the Cross-Industry Standard Process for Data Mining (CRISP-DM) framework, the research involves 

several stages: Business Understanding, Data Understanding, Data Preparation, Modeling, Evaluation, and Deployment. The process 

begins with understanding the business objectives of sentiment analysis and proceeds to explore and prepare the dataset for analysis. 

SVM and DT algorithms, enhanced with SMOTE, are then implemented for sentiment classification. The study reveals promising 

results in sentiment analysis tasks. When integrated with SMOTE, SVM achieves an accuracy of 99.21%, while DT attains an accuracy 

of 98.33%. The Area Under the Curve (AUC) metrics indicate high confidence in classifying positive instances, with SVM and DT 

demonstrating AUC scores of 1.000 and 0.996, respectively. These findings underscore the efficacy of SVM and DT algorithms, 

enhanced with SMOTE, in accurately classifying sentiment within text data, thereby addressing class imbalance issues effectively. 
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1. INTRODUCTION  

The response of viewers to documentary videos depicting rural settlements and community livelihoods in remote areas 

necessitates identification and analysis to provide recommendations for content creators regarding filming techniques and 

storyboard development. By systematically evaluating viewer feedback and engagement metrics, content creators discern 

audience preferences, narrative structures, and visual storytelling elements that resonate most effectively [1], [2]. This 

analytical approach enables the formulation of tailored recommendations to optimize the production process, ensuring 

that documentary videos authentically capture the essence of rural life while engaging and informing viewers [3]–[6]. 

Ultimately, this systematic analysis facilitates the creation of compelling and impactful content that fosters empathy, 

understanding, and appreciation for diverse societal experiences. 

The digital era's advancement has ignited a burgeoning trend among content creators to craft videos tailored to 

viewer preferences. As technology proliferates, creators harness data analytics to discern audience tastes, aligning content 

with viewers' inclinations [7]–[10]. This data-driven approach optimizes content relevance and enhances viewer 

engagement, fostering a symbiotic relationship between creators and their audiences [11]–[14]. Consequently, content 

creators are incentivized to continually refine their craft, navigating the intricate landscape of digital platforms to deliver 

compelling and resonant content experiences, thereby perpetuating a cycle of innovation and consumer satisfaction in the 

digital ecosystem. 

This study aims to analyze the performance of Support Vector Machine (SVM) and Decision Tree (DT) algorithms 

in classifying text data from reviews of the video content "Tempel Hamlet" with the ID CH2eJH1I2P4&t=995s, which 

has garnered 895,708 views since its publication on March 16, 2024. By subjecting the textual data to SVM and DT 

algorithms, researchers can gauge the efficacy of these methods in discerning sentiment and categorizing the content's 

reception [15]–[19]. Through comparative analysis, this research endeavors to elucidate the strengths and limitations of 

SVM and DT in text classification tasks, providing valuable insights into their applicability in processing large-scale 

textual datasets [20], [21]. 

The method employed for implementing the sentiment classification model is CRISP-DM, an established 

framework widely utilized in data mining projects. This methodology systematically guides the development of the 

sentiment analysis model, encompassing distinct stages such as business understanding, data understanding, data 

preparation, modeling, evaluation, and deployment [22]–[27]. By adhering to the CRISP-DM framework, practitioners 

can ensure a structured and efficient approach to sentiment classification model implementation, thereby facilitating 

robust and reliable analysis of textual data for sentiment assessment [28]–[32]. Consequently, using CRISP-DM fosters 

methodological rigor and enhances the reproducibility and scalability of sentiment analysis endeavors. 

This research's theoretical and practical implications extend beyond the immediate scope, offering valuable 

insights into academic discourse and real-world applications. By elucidating the efficacy of machine learning algorithms, 

such as Support Vector Machine (SVM) and Decision Tree (DT), in text classification within the context of video content 

reviews, this study contributes to the theoretical understanding of computational linguistics and data mining [33]–[38]. 

Moreover, the findings hold significant practical implications for content creators and platform developers, informing 

strategies for content recommendation systems and audience engagement optimization [11], [39], [40]. This research 

underscores the transformative potential of data-driven approaches in enhancing decision-making processes across 

diverse domains by bridging the gap between theoretical inquiry and practical implementation. 
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The limitation of this research hinges on the methodology employed and the nature of the content analyzed. 

Methodologically, the study may encounter constraints stemming from the selection and implementation of machine 

learning algorithms, potentially influencing the accuracy and generalizability of the findings. Moreover, the scope of the 

content under examination, specifically video reviews of "Tempel Hamlet" with the ID CH2eJH1I2P4&t=995s, may 

introduce biases or limitations inherent to the subject matter itself, thus restricting the broader applicability of the results. 

Consequently, while this research provides valuable insights, carefully considering these methodological and content-

related limitations is imperative for effectively interpreting and extrapolating its findings. The research contributes 

significantly to the advancement of knowledge by shedding light on the intricate dynamics of text classification algorithms 

in the context of video content analysis. Through rigorous experimentation and comparative analysis, this study elucidates 

the nuanced performance differences between Support Vector Machine (SVM) and Decision Tree (DT) algorithms, 

thereby providing valuable insights into their efficacy and limitations. By examining the classification accuracy and 

computational efficiency of these algorithms, the research not only enhances our understanding of text analysis 

methodologies but also offers practical implications for improving content recommendation systems and enhancing user 

experience in digital platforms. 

2. RESEARCH METHODOLOGY 

2.1 Gap Analysis 

Gap analysis is conducted to identify the extent of progress in studies concerning data mining, particularly in testing 

Support Vector Machine (SVM) and Decision Tree (DT) algorithms regarding sentiment classification of video content. 

This systematic evaluation scrutinizes existing literature to ascertain the gaps and deficiencies in current research 

methodologies and findings related to applying SVM and DT algorithms in sentiment analysis within video content [41]–

[44]. By pinpointing these gaps, researchers can delineate areas for further investigation and innovation, thereby fostering 

advancements in theoretical understanding and practical implementation of data mining techniques in sentiment analysis 

of video content. 

 
 

 

Figure 1. Gap Analysis using Vosviewer 
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Figure 1 shows the network, overlay, and density visualization of current research related to sentiment analysis. 

Based on the results of identifying and analyzing gaps in studies related to sentiment analysis, it is evident that specific 

content analysis focusing on community settlements and livelihoods warrants further examination to depict public 

responses to educational content in the form of documentary videos [45]–[48]. By delving into the nuances of community 

dynamics and societal interactions portrayed in documentary videos, researchers can glean more profound insights into 

how audiences perceive and engage with educational content, thus facilitating the development of more targeted and 

impactful content-creation strategies. This specialized analysis holds the potential to enrich our understanding of audience 

preferences and enhance the effectiveness of educational video content in fostering positive societal outcomes.   

2.2 Cross-Industry Standard Process for Data Mining (CRISP-DM) 

The framework utilized in this research is CRISP-DM, a widely recognized methodology for data mining projects. The 

implementation stages of this method include business understanding, data understanding, modeling, evaluation, and 

deployment. By adhering to this structured approach, researchers can systematically navigate through each phase of the 

data mining process, ensuring alignment with project objectives and facilitating efficient decision-making. Through the 

iterative nature of CRISP-DM, insights gleaned from earlier stages inform subsequent steps, culminating in the 

deployment of robust models and actionable findings that contribute to informed decision-making and practical 

applications in real-world contexts. 

2.2.1 Business Understanding 

During the business understanding stage, the specific video context under analysis is identified by its unique ID, 

CH2eJH1I2P4&t=995s, which has garnered 895,708 views since its publication on Mar 16, 2024, along with 1,756 

comments. This phase entails a comprehensive examination of the objectives, requirements, and constraints associated 

with the video content, laying the groundwork for subsequent data understanding and modeling processes. By delineating 

the key characteristics and metrics of the video, researchers can tailor their analytical approach to extract meaningful 

insights that align with the overarching goals of the analysis, ultimately contributing to informed decision-making and 

strategic content development initiatives. 

  

Figure 2. Video and Post-Per-Day Statistic (Communalytic) 

Figure 2 shows the video content and post-per-day statistics. Based on the post-per-day statistics, it is evident that 

both exploratory and educational content resonates with viewers, as reflected in the level of viewer engagement, 

particularly in the form of comments. The data illustrates that posts on March 22 and 16 received the highest number of 

comments, indicating heightened viewer interest and interaction with the content. This trend underscores the effectiveness 

of delivering content that combines exploration and education elements, captures viewers' attention, and prompts them to 

engage with the material actively. Such insights from viewer comments provide valuable feedback for content creators, 

guiding them in crafting future content strategies that cater to audience preferences and foster continued viewer 

engagement and participation. 

The interaction between the channel owner and viewers in the comment section demonstrates effective content 

management by Kacong Explorer. Kacong Explorer fosters community and rapport by engaging with viewers through 

comments, enhancing viewer satisfaction and loyalty. This proactive approach facilitates direct communication and 

feedback exchange and reinforces the channel's credibility and authenticity. Such management practices exemplify the 

importance of nurturing audience relationships in fostering a supportive and engaged viewer base, ultimately contributing 

to the channel's success and longevity in the digital landscape. 
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Figure 3. Top Ten Poster 

Figure 3 shows the top ten posters of the dataset. Based on the data of the top ten posters, it is evident that 

@KacongExplorer maintains a significant lead with 414 posts, indicating a dominant presence and active participation 

within the community. This consistent engagement reflects a solid commitment to content dissemination and audience 

interaction, crucial to building and sustaining an online presence. The disparity in post frequency between 

@KacongExplorer and other users underscores the channel's effective content strategy and community management 

efforts, positioning it as a critical influencer and authority within its niche. 

2.2.2 Data Understanding 

During the data understanding stage, it is imperative to cleanse and extract the characteristics of the data that will proceed 

to the modeling process. This initial step is essential to ensure the integrity and quality of the data and facilitate accurate 

analysis and modeling. By identifying and addressing inconsistencies, errors, and irrelevant information within the 

dataset, researchers can enhance the reliability and validity of their findings. Furthermore, data cleansing and extraction 

enable researchers to focus on pertinent variables and features conducive to effective modeling and predictive analytics, 

thereby optimizing the outcomes of the data mining process. 

 

Figure 4. Data Cleaning Process (Rapidminer) 

Figure 4 shows the data cleaning process in Rapidminer using operator tokenize, transforms cases, filter tokens, 

and filter stopwords. In addition, the data cleansing process for text reviews entails utilizing the tokenize operator to 

disregard non-letters, eliminating expressions such as symbols ([-!"#$%&'()*+,./:;<=>?@\[\\\]_`{|}~]), converting 

uppercase letters to lowercase, restricting characters to 4-25, and removing stopwords from both the Indonesian and 

English language dictionaries by the context of the text data to be analyzed. This systematic approach ensures the 

refinement and standardization of the text data, preparing it for subsequent analysis and modeling. By employing these 

techniques, researchers can effectively enhance the quality and relevance of the dataset, facilitating more accurate and 

insightful interpretations of the text data. 

 

Figure 5. Extract Sentiment Process (Rapidminer) 

Figure 5 shows the extract sentiment process in Rapidminer. After the data cleaning process, the subsequent step 

involves sentiment extraction using the Vader algorithm to obtain sentiment scores before labeling them into negative 

and positive classes. This procedure enables researchers to quantify the polarity of the text data, providing valuable 

insights into the overall sentiment conveyed by the reviews. By employing the Vader algorithm designed explicitly for 

sentiment analysis, researchers can efficiently categorize the text data into distinct sentiment classes, facilitating further 

analysis and interpretation of the sentiment dynamics within the dataset. 

2.2.3 Modeling 

During the modeling stage, the classification outcomes of negative and positive classes based on the Vader algorithm are 

tested through the Support Vector Machine (SVM) and Decision Tree (DT) algorithms. This phase aims to evaluate the 

performance and effectiveness of different classification techniques in discerning sentiment within the dataset. By 
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employing SVM and DT algorithms, researchers can assess the robustness and generalizability of the sentiment 

classification model, thereby enhancing the reliability and accuracy of the analysis results. This systematic approach 

facilitates informed decision-making and enables researchers to draw meaningful conclusions regarding the sentiment 

dynamics of the text data under study. 

The utilization of the Synthetic Minority Over-sampling Technique (SMOTE) serves the purpose of addressing 

dataset imbalance issues, thereby enabling the assessment of model performance tailored to the dataset's characteristics. 

Through its synthetic data generation approach, SMOTE effectively balances the distribution of minority and majority 

classes within the dataset, mitigating the biases introduced by imbalanced data. This methodology enhances the reliability 

and accuracy of model evaluation by ensuring that the model's predictive capabilities are not skewed towards the majority 

class, thus facilitating more robust and representative performance measurements. Consequently, incorporating SMOTE 

is a crucial step in the data preprocessing phase, contributing to the overall effectiveness and integrity of the analytical 

process. 

Thus, identifying the top-performing model refers to both Support Vector Machine (SVM) and Decision Tree (DT) 

models, which exhibit superior performance metrics in the sentiment analysis task. Through comprehensive evaluation 

and comparison, these models demonstrate robustness and effectiveness in accurately classifying sentiment within the 

dataset. Their ability to handle class imbalance and produce high-quality predictions underscores their suitability for 

deployment in practical applications. As such, selecting SVM and DT as the optimal models reflects their capability to 

effectively meet the sentiment analysis task requirements, offering valuable insights for decision-making and enhancing 

user experiences in various domains. 

 

Figure 6. Implementation of SVM and DT Models in Rapidminer 

Figure 6 shows the modeling process in Rapidminer. The testing phase involves partitioning the data into 70% for 

training and 30% for testing purposes while comparing the model performance with and without Synthetic Minority Over-

sampling Technique (SMOTE). This systematic approach allows for assessing model robustness and generalization 

capabilities under different conditions, providing valuable insights into the impact of data imbalance on classification 

accuracy. By comparing SMOTE-enhanced models with those without SMOTE, researchers can discern the efficacy of 

employing oversampling techniques in addressing class imbalance issues and improving the overall performance of the 

classification model. Such rigorous testing procedures contribute to the refinement and optimization of the sentiment 

classification model, ensuring its reliability and applicability in real-world scenarios. 
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2.2.4 Evaluation  

During the evaluation stage, the performance of the SVM and DT algorithms will be scrutinized using confusion matrices, 

which encompass metrics such as accuracy, precision, recall, F-measure, and Area Under the Curve (AUC). This 

comprehensive evaluation framework enables researchers to assess the effectiveness and reliability of the classification 

models in accurately distinguishing between positive and negative sentiments within the text data. By examining multiple 

performance metrics, researchers can gain a holistic understanding of the algorithms' strengths and limitations, facilitating 

informed decision-making regarding model selection and refinement. Such rigorous evaluation criteria contribute to the 

robustness and validity of the sentiment analysis results, ensuring their applicability and reliability in practical contexts. 

2.2.5 Deployment 

During the deployment stage, the performance of the best-performing model is recommended as superior for sentiment 

classification. Subsequently, within a contextual framework, it serves as valuable input for content creators in structuring 

storyboards to captivate viewer interest in line with exploratory and educational content preferences. This strategic 

integration of sentiment analysis findings into content creation processes enables creators to tailor their narratives and 

visual presentations effectively, maximizing viewer engagement and satisfaction. As a result, deploying the optimal 

sentiment classification model enhances the quality and relevance of content. It contributes to the overall success and 

impact of exploratory and educational video content on digital platforms. 

3. RESULT AND DISCUSSION 

Exploratory and educational content has garnered significant popularity and piqued viewer interest on the YouTube 

platform alongside entertainment content. This surge in demand can be attributed to the growing appetite for informative 

and enriching content experiences among digital audiences [49]. Additionally, the accessibility and diversity of 

exploratory and educational content cater to varying interests and preferences, providing viewers with valuable insights, 

knowledge, and entertainment [50]. As a result, creators and content producers increasingly leverage the appeal of 

exploratory and educational content to engage audiences, foster learning experiences, and cultivate loyal viewer 

communities. 

Based on the analysis of response patterns in the form of emojis, it is evident that positive emojis dominate the 

feedback landscape. This prevalence of positive emojis signifies a favorable reception and engagement with the content, 

reflecting viewer satisfaction and appreciation. Such a trend underscores the effectiveness of the content in eliciting 

positive emotions and fostering a supportive and enthusiastic viewer community. Consequently, creators and content 

producers can leverage this insight to tailor their content strategies further and messaging to resonate with the prevailing 

positive sentiment among audiences, ultimately enhancing viewer satisfaction and loyalty. 

  
 

Figure 7. Emoji and Words Cloud (Communalytic) 

Figure 7 shows the emoji statistic of the dataset. Based on the statistical data of emoji usage within the dataset, it 

is evident that the ❤ emoji is the most frequently used, with a count of 34 occurrences, followed closely by the      emoji 

at 31 occurrences. This distribution highlights the prevalence of positive sentiment conveyed through emojis, as evidenced 

by the predominance of smiling and heart emojis. The significant utilization of these emojis underscores the expression 

of appreciation, satisfaction, and positivity among viewers in response to the content. Such insights into emoji usage 

patterns provide valuable feedback for content creators, guiding them in understanding and catering to audience 

preferences and emotions, ultimately contributing to enhanced engagement and resonance with the target audience. 

Furthermore, based on the analysis of frequently used words, it is evident that expressions of greetings and 

gratitude such as "(Salam)" and "(Terimaksih)" are among the most prevalent, with "(Salam)" appearing 120 times and 

"(Terimaksih)" 115 times in the dataset. Additionally, words associated with well-being and happiness, such as "(sehat)" 

and "(bahagia)," are also frequently utilized, suggesting a positive tone in the content and viewer interactions. 

Furthermore, terms related to rural settings and natural beauty, such as "(desa)" and "(indah)," feature prominently, 
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reflecting an appreciation for the picturesque landscapes and simple living portrayed in the content. These findings 

provide valuable insights into the themes and sentiments resonating with the audience, guiding content creators in crafting 

engaging and relevant narratives that align with viewer preferences and emotions. 

Based on emoji and word cloud analysis, it is possible to discern the intentions and interests of viewers regarding 

the content depicted in the video. These visual representations provide valuable insights into the audience's sentiments, 

preferences, and focal points within the video content, offering a comprehensive understanding of their engagement and 

interaction patterns. By analyzing the frequency and context of emojis and words used by viewers, content creators can 

tailor their strategies to align more closely with audience expectations and preferences, enhancing viewer engagement 

and satisfaction. In essence, leveraging emoji and word cloud analysis enables a deeper understanding of viewer 

perceptions and interests, facilitating more effective content creation and delivery strategies. 

Furthermore, the results of testing the SVM and DT algorithms using SMOTE demonstrate commendable 

performance. This finding underscores the efficacy of employing oversampling techniques to address class imbalance 

issues and enhance the classification accuracy of sentiment analysis models. By mitigating the impact of data imbalance, 

SMOTE facilitates the creation of more robust and reliable classifiers, thereby improving the overall effectiveness of 

sentiment analysis algorithms. This validation of SMOTE-enhanced models reaffirms its utility as a valuable tool in data 

preprocessing for sentiment analysis tasks, contributing to advancing machine learning techniques in text classification 

applications. 

SVM with SMOTE DT with SMOTE 

  

Figure 8. SVM and DT Performance Using SMOTE 

Figure 8 shows the SVM and DT performance using SMOTE in Rapidminer. In addition, the SVM performance 

using SMOTE is as follows: an accuracy of 99.21% with a micro average of 99.21%, as indicated by the confusion matrix 

showing the precise classification of negative and positive classes, with negligible misclassifications. The area under the 

curve (AUC) demonstrates optimal performance, indicating high confidence in classifying positive instances. 

Furthermore, precision, recall, and f-measure metrics consistently exhibit high scores, with precision at 99.57%, recall at 

98.85%, and f-measure at 99.20%. These results underscore the robustness and reliability of SVM with SMOTE in 

sentiment analysis tasks, reaffirming its suitability for real-world applications requiring accurate sentiment classification. 

Furthermore, DT utilizing SMOTE demonstrates the following performance: an accuracy of 98.33% with a micro 

average of 98.33%, as observed in the confusion matrix depicting accurate classification of negative and positive instances 

with minimal misclassifications. The area under the curve (AUC) metrics exhibit robust performance, with optimistic, 

realistic, and pessimistic scenarios indicating high confidence in classifying positive instances. Precision, recall, and f-

measure metrics consistently exhibit high scores, with precision at 98.84%, recall at 97.79%, and f-measure at 98.31%. 

These results underscore the efficacy of DT with SMOTE in sentiment analysis tasks, affirming its reliability and 

suitability for practical applications necessitating precise sentiment classification. 

The deployment of the research findings entails the integration of the developed sentiment analysis models into 

practical applications to enhance decision-making processes and improve user experiences. By implementing the trained 

algorithms within digital platforms or software systems, stakeholders leverage real-time sentiment analysis insights to 

inform marketing strategies, customer engagement initiatives, and content curation efforts. Furthermore, using these 

models in sentiment monitoring tools can enable organizations to swiftly identify emerging trends, sentiment shifts, and 

potential crises, allowing for proactive interventions and strategic responses. Ultimately, deploying the research findings 

facilitates the translation of theoretical insights into tangible benefits, driving innovation and efficiency in various 

domains reliant on sentiment analysis for informed decision-making and enhanced user engagement. 

A limitation of this research lies in the dataset derived from a single video content, thus limiting the scope of 

insights and generalizability of findings. However, opportunities for future development can be pursued by exploring 

additional video content from the exact location to obtain a more diverse range of insights. By expanding the dataset to 

encompass a broader spectrum of video content, researchers can enhance the robustness and applicability of their findings, 
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enriching the understanding of sentiment analysis within specific contexts. This approach facilitates a more 

comprehensive examination of sentiment dynamics across various video genres and themes, thereby contributing to the 

advancement of sentiment analysis methodologies in digital content analysis. 

4. CONCLUSION 

In conclusion, the research findings, guided by the CRISP-DM framework, underscore the robust performance of both 

Support Vector Machine (SVM) and Decision Tree (DT) algorithms when integrated with Synthetic Minority Over-

sampling Technique (SMOTE) in sentiment analysis tasks. The utilization of SMOTE effectively addresses class 

imbalance issues, resulting in a notable improvement in classification accuracy, with SVM achieving an accuracy of 

98.33% and DT achieving an accuracy of 98.33%. Moreover, the comprehensive evaluation of SVM and DT algorithms, 

incorporating metrics such as precision, recall, and f-measure, further supports their efficacy in accurately classifying 

sentiment within text data. These insights significantly advance our understanding of sentiment analysis methodologies 

and provide valuable guidance for implementing sentiment classification models in real-world applications. 
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